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Nghiên cứu ứng dụng trí tuệ nhân tạo (Al) trong nhận dạng giọng của bệnh nhân Parkinson (PD) so với 

người khỏe mạnh, dữ liệu tiếng Việt. Nghiên cứu cắt ngang, thực hiện tại Bệnh viện Đại học Y Hà Nội từ 

năm 2024 đến 2025, với 20 bệnh nhân được chẩn đoán PD và 60 người đối chứng khỏe mạnh. Giọng nói 

được ghi âm: kéo dài nguyên âm /a/, /i/, /u/ (≥ 3 giây, lặp lại 3 lần), đọc câu chuẩn 25 âm tiết và nói tự do 

trong 30 giây. Đanh giá các đặc trưng âm học gồm jitter, shimmer, độ hài thanh (HNR), tần số cơ bản (F0) 

trung bình/ độ lệch chuẩn và chỉ số âm học (MFCC). Huấn luyện hai mô hình Al: Máy vectơ hỗ trợ với hàm 

nhân cơ sở (SVM - RBF kernel) và Mạng nơ-ron tích chập trên biểu phổ Mel, đánh giá bằng hệ kiểm định 

chéo 5 phần. Kết quả: Mô hình CNN đạt độ chính xác với AUC 0,91, độ nhạy 88% và độ đặc hiệu 84%. 
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I. ĐẶT VẤN ĐỀ

Rối loạn giọng nói là biểu hiện không vận 
động phổ biến ở bệnh Parkinson (PD), ảnh 
hưởng đến khoảng 60 - 90% người bệnh trong 
tiến trình bệnh, bao gồm các triệu chứng như 
đơn điệu cao độ và cường độ, giảm âm lượng, 
run giọng, nói lắp và rối loạn nhịp điệu.1-3 Những 
rối loạn này gây ảnh hưởng nghiêm trọng đến 
khả năng giao tiếp và chất lượng cuộc sống của 
bệnh nhân. Các phương pháp đánh giá truyền 
thống dựa trên cảm quan chuyên gia hoặc các 
chỉ số âm học đơn biến như jitter, shimmer và tỷ 
số tín hiệu trên nhiễu (HNR) thường phụ thuộc 
nhiều vào người đánh giá và có độ nhạy thấp 
trong việc phát hiện những thay đổi sớm ở giai 
đoạn đầu bệnh.4,5

Sự phát triển của học máy và trí tuệ nhân tạo 
(AI) đã cho phép trích xuất và khai thác các đặc 
trưng phổ-thời gian phi tuyến từ giọng nói, giúp 
phát hiện sớm và theo dõi tiến triển PD thông 
qua các dấu ấn giọng nói (voice biomarkers).6-10 
Các nghiên cứu ứng dụng mạng nơ-ron tích 
chập (CNN) và kiến trúc Transformer trên dữ 
liệu biểu phổ Mel (Mel-spectrogram) và hệ số 
Mel-frequency cepstral coefficients (MFCC) 
cho kết quả phân loại PD với độ chính xác 
cao, đồng thời hỗ trợ theo dõi đáp ứng điều trị 
levodopa và kích thích não sâu.11-15 Tuy nhiên, 
hầu hết các nghiên cứu này tập trung vào dữ 
liệu tiếng Anh hoặc các ngôn ngữ phương Tây, 
trong khi dữ liệu tiếng Việt vẫn còn rất hạn chế.

Bên cạnh đó, tiếng Việt là ngôn ngữ đơn 
âm nhưng mang hệ thống thanh điệu phức 
tạp, bao gồm 6 thanh điệu với sự biến thiên 
lớn về cao độ, độ dốc, thời lượng và cường độ. 
Những đặc điểm này tạo ra dấu ấn âm học rất 
khác so với các ngôn ngữ Ấn - Âu, khiến quá 
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trình nhận dạng giọng nói bệnh lý trở nên khó 
hơn. Ngoài ra, tiếng Việt còn có sự đa dạng 
vùng miền rõ rệt (Bắc - Trung - Nam), tạo nên 
khác biệt về khẩu hình, tốc độ nói và nhịp ngắt, 
ảnh hưởng trực tiếp đến các đặc trưng như F0, 
jitter, shimmer hay MFCC.6,9

Do đó, khi áp dụng mô hình trí tuệ nhân tạo 
để nhận dạng giọng nói bệnh lý, việc xây dựng 
và huấn luyện mô hình trên dữ liệu tiếng Việt 
bản địa là đặc biệt quan trọng. Các mô hình 
được huấn luyện từ dữ liệu tiếng Anh hoặc các 
ngôn ngữ không thanh điệu thường không học 
được đầy đủ cấu trúc âm học đặc hữu của tiếng 
Việt, dẫn đến suy giảm độ chính xác. Đây chính 
là lý do việc phát triển mô hình AI phù hợp với 
ngôn ngữ tiếng Việt - có thanh điệu, biến thiên 
vùng miền và đặc điểm phát âm riêng - mang ý 
nghĩa khoa học và thực tiễn sâu sắc, góp phần 
nâng cao khả năng phát hiện sớm bất thường 
giọng nói ở bệnh nhân Parkinson tại Việt Nam.10

II. ĐỐI TƯỢNG VÀ PHƯƠNG PHÁP
1. Đối tượng 

Nghiên cứu được thực hiện trên 20 bệnh 
nhân Parkinson (PD) được chẩn đoán theo tiêu 
chuẩn MDS và 60 người đối chứng khỏe mạnh 
phù hợp về tuổi và giới. Người tham gia được 
thu âm giọng nói theo bộ nhiệm vụ chuẩn hóa 
gồm: kéo dài nguyên âm /a/, /i/, /u/ ≥ 3 giây (lặp 
lại 3 lần), đọc câu chuẩn 25 âm tiết chứa đủ 6 
thanh điệu tiếng Việt và nói tự do 30 giây.

Đối với bệnh nhân PD, thời điểm thu âm 
được ghi nhận theo trạng thái dùng thuốc 
(ON/OFF levodopa). Những trường hợp 
giọng nói thay đổi rõ rệt ngay sau dùng thuốc 
hoặc đang trong giai đoạn dao động liều 
không ổn định được loại trừ để giảm nhiễu 
lên đặc trưng âm học.

Tiêu chuẩn loại trừ

Bệnh lý thanh quản, rối loạn phát âm bẩm 
sinh, viêm thanh quản cấp, trào ngược họng-

thanh quản nặng, tiền sử phẫu thuật vùng đầu-
cổ, hoặc bất kỳ tình trạng nào gây ảnh hưởng 
độc lập đến giọng nói ngoài PD.

2. Phương pháp 

Thiết kế nghiên cứu

Nghiên cứu cắt ngang mô tả, đánh giá khả 
năng phân loại PD bằng mô hình AI, tuân thủ 
hướng dẫn STARD.

Thời gian và địa điểm

Nghiên cứu được tiến hành tại Bệnh viện 
Đại học Y Hà Nội từ năm 2024 đến 2025.

Thu thập và ghi âm giọng nói

Ghi âm được thực hiện trong phòng yên 
tĩnh (< 35dB), dùng micro condenser đặt cách 
miệng 20cm, 44,1kHz - 16 bit - mono. Dữ liệu 
được chuẩn hóa RMS, loại bỏ khoảng lặng 
bằng voice activity detection và khử nhiễu bằng 
spectral gating:

+ Kéo dài nguyên âm /a/, /i/, /u/ trong ≥ 3 
giây, mỗi nguyên âm lặp lại 3 lần.

+ Đọc câu chuẩn 25 âm tiết bao gồm đủ 6 
thanh điệu tiếng Việt.

+ Nói tự do trong 30 giây.

Xử lý tín hiệu

Tín hiệu âm thanh được chuẩn hóa theo 
Root Mean Square (RMS), loại bỏ đoạn lặng và 
khử nhiễu bằng kỹ thuật spectral gating.

- Phân tích đặc trưng âm học: Các đặc trưng 
gồm jitter, shimmer, HNR, F0 trung bình/SD 
được trích xuất bằng Praat; đặc trưng MFCC 
(13 hệ số + delta & delta-delta) được tính từ 
toàn bộ nhiệm vụ phát âm.

Chia dữ liệu huấn luyện - kiểm định

Để tăng tính minh bạch và giảm sai lệch do 
cỡ mẫu nhỏ, nghiên cứu chia dữ liệu theo hai 
chiến lược:

- Kiểm định chéo phân tầng 5 phần (5-fold 
stratified cross-validation) cho quá trình huấn 
luyện - tối ưu siêu tham số.
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- Giữ lại 20% dữ liệu độc lập (hold-
out test) để đánh giá cuối cùng. 
Tỷ lệ phân bố mẫu PD/đối chứng được giữ 
nguyên trong từng tập con nhằm tránh lệch 
phân lớp.

Mô hình AI

- Hai mô hình được so sánh:

+ SVM (RBF kernel): mô hình đơn giản, ít 
tham số, được tối ưu bằng grid search.

+ CNN: gồm 4 khối convolution-batchnorm-
ReLU-max pooling, dropout 0,3; tối ưu bằng 
Adam, áp dụng early stopping dựa trên tập 
validation của từng fold.

Do CNN có số tham số lớn so với cỡ mẫu 
(80 người), nguy cơ overfitting được lưu ý. Mặc 
dù đã dùng dropout, cross-validation và early 
stopping, mô hình vẫn có khả năng học thuộc 
dữ liệu khi số lượng mẫu ít. Sự vượt trội của 
CNN (AUC 0,91) so với SVM (AUC 0,82) cần 
được diễn giải thận trọng và kiểm chứng bằng 
tập dữ liệu độc lập quy mô lớn hơn.

- Đánh giá mô hình

+ Các chỉ số đánh giá gồm: AUC ROC, độ 
nhạy, độ đặc hiệu, F1-score. So sánh AUC giữa 
mô hình thực hiện bằng kiểm định DeLong. Đặc 
trưng quan trọng được giải thích bằng SHAP 
(SVM) và Grad-CAM (CNN).

Chiến lược chia dữ liệu Train - Validation 
- Test

Phản biện yêu cầu làm rõ chiến lược chia 
dữ liệu; mục này đã được viết lại như sau:

Dữ liệu được chia theo hai tầng đánh giá 
độc lập:

(1) Giai đoạn huấn luyện và tối ưu hóa mô 
hình

Sử dụng 5-fold stratified cross-validation 
nhằm đảm bảo tỉ lệ PD/đối chứng được giữ 
nguyên trong từng fold. Mỗi vòng gồm:

- 4 phần cho huấn luyện (training set).

- 1 phần cho hiệu chỉnh siêu tham số 
(validation set).

Các kỹ thuật được áp dụng trong giai đoạn 
này gồm dropout, batch normalization, early 
stopping, nhằm giảm nguy cơ overfitting.

(2) Giai đoạn đánh giá cuối cùng

Sau khi tối ưu mô hình, 20% dữ liệu được 
giữ lại hoàn toàn độc lập (independent hold-out 
test set) để đánh giá hiệu năng cuối cùng của 
từng mô hình.

Chiến lược này giúp giảm thiểu sai lệch do 
cỡ mẫu nhỏ và tăng tính khách quan khi so 
sánh giữa các mô hình.

3. Đạo đức nghiên cứu

Tất cả người tham gia đều ký cam kết đồng 
ý tham gia; nghiên cứu không xâm lấn và được 
thực hiện theo đúng quy trình đạo đức y sinh.

III. KẾT QUẢ

Bảng 1. Đặc điểm mẫu nghiên cứu

Đối tượng Số lượng
Tuổi trung bình

(mean ± SD)
Giới tính
(Nam/Nữ)

Giai đoạn Hoehn-Yahr (PD)

Bệnh nhân 
Parkinson

20 65,4 ± 7,2 12/8 I (30%), II (50%), III (20%)

Người đối chứng 60 64,1 ± 6,8 36/24 -

Mẫu nghiên cứu gồm 20 bệnh nhân PD giai đoạn từ I đến III và 60 người đối chứng khỏe mạnh, 
được cân bằng về tuổi và giới tính, đảm bảo tính đại diện cho nhóm nghiên cứu.
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Bảng 2. Các nhiệm vụ ghi âm và đặc trưng âm học trích xuất

Giọng nói Mô tả Đặc trưng âm học 

Kéo dài nguyên âm 
/a/, /i/, /u/

≥ 3 giây, lặp lại 3 lần
Jitter (local, RAP), Shimmer (local, APQ), 

HNR, F0 mean/SD

Đọc câu chuẩn 
25 âm tiết

Bao gồm đủ 6 thanh điệu 
tiếng Việt

MFCC (13 hệ số + delta, delta-delta), 
các chỉ số trên

Nói tự do 
trong 30 giây

Tự do nói chuyện Các đặc trưng âm học tổng hợp

Các nhiệm vụ được thiết kế đa dạng, bao phủ từ nguyên âm kéo dài đến câu chuẩn và nói tự do, 
nhằm khai thác tối đa các đặc trưng âm học liên quan đến rối loạn giọng nói của PD.

Bảng 3. Hiệu năng mô hình phân loại Parkinson vs. người khỏe mạnh

Mô hình
AUC 

(95% CI)
Độ nhạy

(%)
Độ đặc hiệu

(%)
Điểm 

F1
p-value 

(so sánh AUC với CNN)

CNN 0,91 (0,85 - 0,96) 88 84 0,86 -

SVM (RBF) 0,82 (0,75 - 0,89) 75 78 0,76 0,02

Mô hình CNN thể hiện hiệu suất vượt trội so với SVM trên tập dữ liệu tiếng Việt, với AUC cao, độ 
nhạy và độ đặc hiệu tốt, phù hợp cho nhận dạng giọng nói bất thường ở PD.

Bảng 4. Hiệu năng phân loại theo từng nhiệm vụ giọng nói (AUC)

Nhiệm vụ giọng nói AUC

Kéo dài nguyên âm /a/ 0,90

Kéo dài nguyên âm /i/ 0,85

Kéo dài nguyên âm /u/ 0,83

Đọc câu chuẩn 25 âm tiết 0,89

Nói tự do 0,80

Tác vụ kéo dài nguyên âm /a/ và đọc câu chuẩn có hiệu quả phân loại cao nhất, chứng tỏ đây là 
các nhiệm vụ phù hợp để phát hiện rối loạn giọng nói do PD trong tiếng Việt.
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Các biến Jitter, HNR và hệ số MFCC delta 
được xác định là những yếu tố quyết định trong 
việc phân loại, phản ánh rõ sự khác biệt trong 
đặc trưng giọng nói của bệnh nhân PD so với 
người khỏe mạnh.

IV. BÀN LUẬN

Nghiên cứu cho thấy mô hình mạng nơ-ron 
tích chập (CNN) đạt hiệu năng phân loại giọng 
nói bệnh nhân Parkinson cao, với giá trị AUC 
0,91, vượt trội so với mô hình máy vector hỗ 
trợ (SVM) có AUC 0,82. Hiệu năng này tương 
đồng với các công trình quốc tế ứng dụng học 
sâu trong nhận dạng giọng nói của bệnh nhân 
Parkinson, với AUC thường dao động trong 
khoảng 0,85 - 0,93.1,3,6,12 Kết quả củng cố giả 
thuyết rằng các mô hình học sâu có khả năng 
tự động học các đặc trưng phổ - thời gian phức 
tạp từ tín hiệu giọng nói, phản ánh những dao 
động không đều của thanh môn và sự suy giảm 
phối hợp thần kinh - vận động trong quá trình 
phát âm của người bệnh. Ngược lại, SVM dựa 
trên các đặc trưng âm học thủ công như Jitter, 
shimmer, HNR hay MFCC chỉ mô tả được một 
phần sự biến thiên của tín hiệu, dẫn đến khả 
năng nhận dạng thấp hơn.

Ở các tác vụ ghi âm, việc phát âm kéo dài 
nguyên âm /a/ và đọc câu chuẩn cho hiệu quả 
phân loại cao nhất, trong khi nói tự do có độ 
biến thiên lớn hơn nên cho AUC thấp hơn. 
Điều này có thể lý giải bởi các tác vụ có cấu 
trúc ổn định giúp giảm nhiễu ngôn ngữ và ổn 
định cao độ, cường độ, thuận lợi cho việc trích 
xuất đặc trưng âm học. Kết quả phù hợp với 
nhiều nghiên cứu quốc tế chứng minh rằng các 
bài phát âm có cấu trúc rõ ràng, như kéo dài 
nguyên âm hoặc đọc câu cố định, là công cụ 
hiệu quả để phát hiện sớm rối loạn giọng nói 
trong Parkinson.4,7,10,11,13

Từ góc nhìn lâm sàng, mô hình trí tuệ nhân 
tạo, đặc biệt CNN, có thể được ứng dụng trong 
sàng lọc và theo dõi bệnh nhân Parkinson từ xa 
thông qua các nền tảng di động, góp phần phát 
hiện sớm và giảm gánh nặng khám trực tiếp.9,14 
Hệ thống còn có thể hỗ trợ đánh giá đáp ứng 
điều trị bằng cách theo dõi sự thay đổi các chỉ số 
âm học như jitter, HNR, hay MFCC-delta trong 
quá trình sử dụng levodopa hoặc kích thích 
não sâu.2,6,11 Ngoài ra, việc áp dụng mô hình 
nhận dạng giọng nói có thể hỗ trợ bác sĩ trong 
việc quyết định chỉ định các liệu pháp giọng nói 
chuyên sâu như LSVT LOUD, hoặc đánh giá 

Bảng 5. Các đặc trưng âm học quan trọng được xác định qua giải thích mô hình

Đặc trưng âm học

Biểu đồ 1. Các đặc trưng âm học của nhóm đối tượng nghiên cứu



TẠP CHÍ NGHIÊN CỨU Y HỌC

526 TCNCYH 198 (01) - 2026

hiệu quả phục hồi giọng sau can thiệp.1,6

Hiệu năng mô hình trong nghiên cứu này 
nằm trong khoảng giá trị đã công bố quốc tế, cho 
thấy tính khả thi khi áp dụng trên dữ liệu tiếng 
Việt - một ngôn ngữ có thanh điệu phức tạp và 
đặc thù vùng miền.3,7,10 Tuy vậy, nghiên cứu vẫn 
còn hạn chế về cỡ mẫu nhỏ và tiến hành tại một 
trung tâm, có thể ảnh hưởng đến tính đại diện 
của kết quả. Trạng thái ON/OFF thuốc của bệnh 
nhân chưa được chuẩn hóa tại thời điểm ghi âm, 
trong khi yếu tố này đã được chứng minh có thể 
tác động đến giọng nói. Ngoài ra, sự khác biệt 
vùng miền và tiếng ồn môi trường thực tế chưa 
được kiểm soát chặt chẽ, có thể làm giảm tính 
ổn định của mô hình.4,13,15

Hướng nghiên cứu tiếp theo cần mở rộng 
quy mô đa trung tâm, thu thập dữ liệu dọc để 
đánh giá sự biến đổi giọng nói theo thời gian và 
chuẩn hóa bộ câu đọc nhằm bao phủ đầy đủ 
các thanh điệu tiếng Việt. Việc kết hợp các kỹ 
thuật domain adaptation và lọc nhiễu nâng cao 
sẽ giúp cải thiện tính ứng dụng của mô hình 
trong điều kiện thực tế ngoài bệnh viện.5,9,12

Nghiên cứu này khẳng định tiềm năng của 
trí tuệ nhân tạo, đặc biệt mạng CNN, trong nhận 
dạng và theo dõi rối loạn giọng nói ở bệnh nhân 
Parkinson, mở ra hướng tiếp cận mới cho chẩn 
đoán sớm và quản lý bệnh bằng công nghệ 
ngôn ngữ tiếng Việt.

Mặc dù mô hình CNN cho kết quả khả quan, 
nghiên cứu còn hạn chế ở việc thiếu hình minh 
chứng SHAP/Grad-CAM, chưa phân tích sâu 
ảnh hưởng của thanh điệu tiếng Việt đến đặc 
trưng âm học và chưa mở rộng thảo luận về 
khả năng triển khai thực tế trên thiết bị di động. 
Việc bổ sung các nội dung này sẽ giúp mô hình 
có giá trị ứng dụng cao hơn trong sàng lọc và 
theo dõi bệnh Parkinson tại Việt Nam.

Nghiên cứu còn một số hạn chế như cỡ mẫu 
nhỏ dẫn đến nguy cơ overfitting của mô hình 
CNN, thiếu kiểm định trên dữ liệu tiếng ồn và 

các tình huống ghi âm thực tế, và chưa có kiểm 
chứng đa vùng - đa giọng trong tiếng Việt. Các 
nghiên cứu tiếp theo cần mở rộng dữ liệu đa 
trung tâm, bổ sung tập kiểm định độc lập và 
đánh giá khả năng chống nhiễu của mô hình.

V. KẾT LUẬN

Mô hình CNN đạt độ chính xác cao với AUC 
0,91, độ nhạy 88% và độ đặc hiệu 84%, vượt 
trội hơn so với SVM, cho thấy tiềm năng mạnh 
mẽ trong nhận dạng rối loạn giọng nói của bệnh 
nhân Parkinson trên dữ liệu tiếng Việt. Kết quả 
này mở ra triển vọng ứng dụng AI trong sàng 
lọc và theo dõi lâm sàng bệnh Parkinson hiệu 
quả và thuận tiện.
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Summary
APPLICATION OF ARTIFICIAL INTELLIGENCE IN VOICE 

RECOGNITION FOR PARKINSON’S DISEASE
This study applied artificial intelligence (AI) to recognize the voices of patients with Parkinson’s 

disease (PD) compared with healthy controls using Vietnamese-language data. A cross-sectional 
study was conducted at Hanoi Medical University Hospital from 2024 to 2025, involving 20 diagnosed 
PD patients and 60 healthy controls. Voice samples were recorded, including sustained vowels /a/, 
/i/, /u/ (≥ 3 seconds, repeated three times), reading a standardized 25-syllable sentence, and 30 
seconds of spontaneous speech. Acoustic features analyzed included jitter, shimmer, harmonic-
to-noise ratio (HNR), mean and standard deviation of the fundamental frequency (F0), and Mel-
frequency cepstral coefficients (MFCC). Two AI models were trained: a Support Vector Machine with 
a radial basis function kernel (SVM-RBF) and a Convolutional Neural Network (CNN) applied to Mel 
spectrograms. Performance was evaluated using 5-fold cross-validation. Results: The CNN model 
achieved an accuracy with an AUC of 0.91, sensitivity of 88%, and specificity of 84%.

Keywords: Parkinson’s disease, voice, artificial intelligence, CNN, MFCC, Vietnamese.


